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Implicit, high-order schemes are developed for time-accurate numerical solutions
of hyperbolic equation systems. High-order spatial accuracy for the implicit oper-
ators is obtained at no additional computing cost by performing compact differen-
tiation. The resulting alternating direction implicit and unfactored algorithms yield
improved dispersion characteristics compared to second-order accurate in space im-
plicit schemes which makes them suitable for high-resolution numerical simulations
in gas dynamics and computational aeroacoustics. First, a fourth-order accurate in
space implicit, factorized scheme, which requires block-tridiagonal matrix inversion,
is presented. Next, a class of implicit factorized schemes, which require scalar matrix
inversions, is presented. Higher order of accuracy in space of the implicit operators
is achieved at the expense of inverting scalar matrices with larger bandwidth. Finally,
extensions to unfactored algorithms, which use upwind compact schemes, are ob-
tained. The proposed high-order schemes can be implemented with little modification
of existing second-order accurate in space, implicit CFD methods. The efficiency, ac-
curacy, and convergence characteristics of the new, high-resolution implicit schemes
are demonstrated by their implementation for test problems.c© 1999 Academic Press
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1. INTRODUCTION

High-resolution, time-accurate numerical solutions of hyperbolic equations are of inter-
est in many fields, such as direct numerical simulations (DNS) and large eddy simulations
(LES) in gas dynamics, computational aeroacoustics, and computational electromagnetics.
In numerical solution of these problems, time integration is often performed with explicit
methods, which are the schemes of choice when the time scales of interest are small and
comparable to spatial scales. In many applications, however, one deals with lower frequency
phenomena or simulations which must resolve a wide spectrum of spatial scales, cases for
which explicit schemes lead to very large computing times. For these cases, one needs to
develop high-order accurate, implicit methods where the time step is not severely limited
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by the cell size. The purpose of this paper is to present a new class of fully implicit, com-
pact, high-order accurate in space schemes for the numerical solution of multidimensional,
nonlinear problems of gas dynamics and linear problems of computational aeroacoustics
and electromagnetics. For problems in gas dynamics we consider numerical solutions of the
full, time-dependent Euler equations. Aeroacoustic problems require numerical solution of
the linearized Euler equations.

In recent years, there has been an increased interest in developing high-order, time-
accurate methods [30, 42, 15, 2, 40] for DNS and LES of high Reynolds number, turbulent,
compressible flows. These numerical simulations involve long integration times, a require-
ment which makes preservation of phase characteristics important. It was pointed out by
Hu et al. [22] that even high-order accurate in time explicit methods applied to high-order
accurate space discretizations can cause dispersion errors. These errors and the numerical
stability characteristics of the method may be improved with the optimized methods they
proposed [22]. The situation is worse when the order of accuracy is different in the spatial
and temporal discretizations. Apart from time integration, large dispersion errors are also
caused by low-order space discretization or insufficient grid resolution in numerical simu-
lations performed either with centered or upwind schemes. In many cases, therefore, use of
methods with second-order accuracy in time and high-order accuracy in space [17] is a rea-
sonable compromise because time marching with smaller time steps, needed for numerical
stability and/or prevention of dispersion errors, moderately increases the computing time
but not the storage requirements. As a result, globally high-order accurate in space methods
provide an attractive alternative to high grid resolution because it is preferable to perform
simulations with a smaller number of grid points and a larger number of time steps both
for memory management and computational efficiency. Direct simulations of wall-bounded
flows in domains with stretched meshes [30, 40] use factorized, implicit schemes. In these
computations, the convective terms were high-order accurate and the implicit operators
were low-order accurate in space. Newton-type subiterations were used within each physi-
cal time step during the time-accurate computations to obtain time accuracy by removing the
factorization errors and to reduce errors caused by the low order discretization in space of
the implicit operators. High-order accurate in space implicit schemes proposed in this paper
can achieve the same level of accuracy with fewer subiterations, and since they introduce
smaller dispersion errors are more suitable for long time integration.

Accurate, steady-state and unsteady CFD numerical simulations, on the other hand, can
also be achieved with less computing effort when the space discretization is performed with
a high order of accuracy. During the past decades many methods have been developed which
can be used to evaluate the convective terms with a high order of accuracy. These methods
use centered schemes [18] with added artificial dissipation [28] or spatial filtering [23, 40].
Shock capturing, high-resolution, TVD upwind methods with flux-vector splitting [34], or
flux-difference splitting [31, 26] and high-order ENO schemes [35] are well-developed.
Modern CFD codes perform implicit integration with unfactored relaxation schemes [10,
32, 41] or with alternating direction implicit (ADI) methods, such as the Beam–Warming
[4] algorithm. The Beam–Warming algorithm uses either central second-order accurate dif-
ferentiation in space [4] or first-order accurate upwinding [13, 30]. The accuracy, efficiency,
and convergence characteristics of implicit schemes can be improved by the application of
high-order accurate in space discretization methods. Unfactored operators can be inverted
with relaxation methods [10, 41] or GMRES methods [32]. It is straightforward to implement
high-order space discretization with GMRES methods. These methods, however, require
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very large memory resources and they are not practical for three-dimensional applications.
High-order spatial accuracy also increases the computing cost of ADI schemes and relax-
ation methods. The additional expense due to loss of computational efficiency makes use of
higher order implicit discretization impractical for three-dimensional solutions. Therefore
high-resolution schemes which provide high order of accuracy in space for both the im-
plicit and explicit operators, such as the fourth-order compact schemes recently presented
by Abarbanel and Kumar [1] and Yee [42] and the implicit high-order schemes developed
in this paper, can be used to achieve faster convergence and high resolution.

Recently there has been an increased interest in the development of methods suitable
for numerical simulations of unsteady phenomena related to wave propagation in a vari-
ety of disciplines, such as aeroacoustics and electromagnetics. As a result, computational
aeroacoustics (CAA) [36] and computational electromagnetics (CEM) [33] have emerged
as new, rapidly evolving fields in computational sciences. Both CAA and CEM require
long integration times for far-field predictions. Recently, Carpenter and Kennedy [9] devel-
oped explicit, high-order, low-storage, Runge–Kutta methods for aeroacoustics and wave
propagation. Huet al. [22] developed optimized, explicit, Runge–Kutta schemes with bet-
ter dissipation and dispersion characteristics than the traditional, third- and fourth-order
Runge–Kutta methods. These optimized schemes chose the coefficients in order to obtain
the maximum possible order of accuracy in time for a given number of stages. Optimized,
explicit methods have increased stability limits but they are suitable only for aeroacoustic
problems where the grid spacing is much larger than the grid spacing typically used near
solid walls in fluid dynamics viscous flow simulations. Numerical schemes with high order
of accuracy in space are also needed in order to enable solutions with a reasonable number of
grid points per wavelength and small dispersion errors. Tam and Webb [37] presented a low
dispersion scheme for the numerical solution of the linearized Euler equations. Improved
dispersion characteristics in wave propagation problems were also demonstrated by Zingg
et al.[43] and Haras and Ta’Asan [20] who optimized high-order, centered, finite-difference
schemes. These schemes, which are analyzed in Refs. [37, 43, 16, 20], chose the coefficients
of the differencing formulas so that the wave space resolution characteristics of the scheme
are improved. Low dispersion and dissipation criteria necessary for aeroacoustic computa-
tions are also fulfilled by the fourth-order accurate in space predictor corrector-type scheme
of Ref. [17]. This scheme was developed by Gottlieb and Turkel [17], as an extension of
the MacCormack scheme known as the 2-4 MacCormack scheme, and it was used [21]
for aeroacoustics applications. In this paper we develop implicit schemes which achieve
high-order accuracy in space for the Euler equations of gas dynamics and the linearized
Euler equations for aeroacoustics. Fourth-order accuracy in space is obtained at no addi-
tional computing cost compared to the second-order accurate, ADI algorithm of Beam and
Warming [4], because both methods require block tridiagonal matrix inversions. The pro-
posed high-order implicit schemes can be used for wave propagation, time advancement of
unsteady numerical simulations with large time steps, or faster convergence to a steady state.

The paper is organized as follows: Section 2 presents the Euler equations of gas dynamics
and the linearized Euler equations for sound propagation in the presence of a uniform free
stream used in aeroacoustic simulations. Section 3 starts the preliminaries with the presen-
tation of high-resolution space discretization and implicit time integration methods. Then,
the new, fourth-order accurate in space, implicit, compact, block tridiagonal ADI algorithm
is presented. In Section 4 we present the compact schemes for the diagonalized ADI al-
gorithm. Section 5 suggests extensions of the high-order, compact methods to unfactored
algorithms. Section 6 presents a stability analysis of the ADI, implicit fourth-order, compact
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scheme. Implementation of the new schemes is discussed in Section 7. Section 8 is devoted
to illustrative examples where we compare analytical solutions with computed results and
demonstrate the improved convergence characteristics of the new implicit schemes in com-
putations with stretched meshes for flows of practical interest. In Section 9, the concluding
remarks are presented.

2. GOVERNING EQUATIONS

For the schemes developed in this paper, it is sufficient to consider, without loss of
generality, only the two-dimensional form of the governing equations for gas dynamics and
aeroacoustics. The Euler equations of gas dynamics in strong conservation law form and
Cartesian coordinates are

∂q
∂t
+ ∂f(q)

∂x
+ ∂g(q)

∂y
= 0, (1)

where

q =


ρ

ρu
ρv

e

 , f =


ρu

ρu2+ p
ρuv

u(e+ p)

 , g=


ρv

ρuv

ρv2+ p

v(e+ p)

 . (2)

Here,ρ is the density;u, v are the Cartesian velocity components along thex and y
coordinate directions, respectively;e is the total energy; andp is the pressure which, for
a calorically perfect gas, is related to the other variables through the equation of state as
p = (γ − 1)[e− 0.5ρ(u2 + v2)]. In curvilinear, body-fitted coordinates(ξ, η) used for
problems with nontrivial geometries the Euler equations become

∂Q
∂t
+ ∂F(Q)

∂ξ
+ ∂G(Q)

∂η
= 0, (3)

whereQ = J−1[ρ, ρu, ρv,e]T is the solution vector,J is the Jacobian of the coordinate
transformation, andF andG are the flux vectors in curvilinear coordinates. For example,
F = J−1(ξxf+ ξyg) = F = J−1[ρU, ρuU+ ξx p, ρvU + ξy p, (e+ p)U − ξt p]T , where
U is the contravariant velocity componentU = ξxu+ ξyv + ξt .

Similarly, the two-dimensional, linearized Euler equations, which describe propagation
of acoustic disturbances in the presence of a uniform mean flow with Mach numberM2

∞ =
M2

x + M2
y are
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∂y
= 0, (4)
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 . (5)
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In these equations,ρ ′, u′, v′, p′ are the acoustic density, velocities, and pressure, respec-
tively. Mx andMy are the velocity components of the uniform mean flow along thex andy
coordinate directions, respectively. The linearized Euler equations in curvilinear coordinates
are given in Appendix A.

The nonlinear Euler equations are integrated in time to obtain steady-state and unsteady
numerical solutions of compressible flows. For a steady-state solution it is desirable to
use large time steps for fast convergence. Time-dependent flow problems and aeroacoustic
computations require time-accurate solutions, and it is desirable to use time steps determined
by the physics rather than the numerics. Therefore, in many cases use of explicit algorithms,
which have time step restrictions due to CFL stability, is impractical. For wave propagation
problems and long time integration, on the other hand, phase preservation and minimization
of dispersion errors becomes important, and development of high-order implicit schemes
which fulfill all these requirements is shown next.

3. HIGH-RESOLUTION SCHEMES

3.1. High-Resolution in Time and Space Discretizations

Numerical approximations to the convective terms of the nonlinear Euler equations of
gas dynamics and their linearized form which describes sound propagation in the presence
of a uniform free stream give rise to dispersive errors. These errors occur [39] because in
the discrete approximation the phase velocity of propagation, of the harmonic components
into which an arbitrary function is resolved by Fourier analysis, is not constant. For central
difference schemes, the dispersive errors are contributed mostly by the odd order derivative
terms of the modified equation. For simple sinusoidal solutions of linear problems, [39]
the deviation of the numerical phase velocity of propagation from the exact value at low
frequencies is in general minimized by using higher-order spatial approximations. It is,
therefore, natural to use fourth-order spatially accurate algorithms not only in order to
achieve better accuracy (measured by the L2 error norm) but also to obtain better dispersive
properties needed for long time integration in wave propagation and unsteady aerodynamic
problems. For these problems, optimal resolution is obtained when high-order of accuracy
in time and space is used. However, few implicit algorithms [12] are higher than second
order both in time and space.

Central-difference spatial discretization is nondiffusive and constitutes a natural choice
for the propagation of acoustic waves which are isotropic, and nondiffusive when governed
by the Euler equations. High-order accurate spatial discretization with a small stencil size
can be achieved by central, compact schemes where the spatial derivatives are computed
in a coupled fashion which implies solution of a tridiagonal or larger bandwidth system of
linear equations. Various compact schemes were derived and analyzed by Lele [23]. For
example, the first order derivativef ′ of a function f is evaluated with the fourth-order
accurate compact scheme as

f ′j−1+ 4 f ′j + f ′j+1 = 3( f j+1− f j−1). (6)

Evaluation of fourth-order accurate first derivatives with Eq. (6) requires scalar tridiagonal
matrix inversion, which is obtained efficiently. Compact differentiation involves only a
three-point stencil as does the explicit second-order accurate central differencing formula.
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Computing a first derivative with sixth order of accuracy requires inversion of a tridiagonal
matrix but involves a five-point stencil as

f ′j−1+ 3 f ′j + f ′j+1 =
1

12
[ f j+2+ 28( f j+1− f j−1)− f j−2]. (7)

Evaluation of the first derivative with an order of accuracy higher than six [23] implies
inversion matrices of bandwidth larger than three and requires the use of standard lower-
upper decomposition methods. Significant savings in computing time are obtained when
the inverses of these matrices are stored. Then the computing cost for the evaluation of the
first derivative with compact schemes becomes comparable to the cost for the evaluation
of the first derivatives with standard, explicit, high-order central difference forms, which
due to their large stencils require more multiplications and additions for the same order
of accuracy. The compact schemes in addition to their high-resolution characteristics in
wave space [23] provide also an advantage compared to their noncompact counterparts in
the implementation, because they require fewer spatial formulations near computational
boundaries. Compact schemes can be applied for the entire computational domain using
the one-sided formulas for high-order compact schemes which were presented by Carpenter
et al. [8].

Compact central difference schemes for the evaluation of the space derivatives were
used with both explicit Runge–Kutta time integration [23] and implicit factorized, iterative
algorithms [40] for time marching. For explicit methods, the spatial order of accuracy
used for the evaluation of the fluxes determines the resolution of the scheme [22, 37, 16].
Commonly used explicit Runge–Kutta methods are third- or fourth-order accurate in time.
The low-storage, four-stage, fourth-order accurate Runge–Kutta (R–K-4) method is used
in many CFD codes [38] in combination with centered discretization in space. The three-
stage, two-time level storage, third-order accurate in time Runge–Kutta (R–K-3) method
[35], which is TVD in the sense that the temporal operator by itself does not increase the
total variation of the solution, was also used with ENO and TVD schemes. Explicit time
integration with the optimized Runge–Kutta methods of [22, 9] provide low-dispersion
characteristics and when Eqs. (6) or (7) are used to compute the spatial derivatives of the
residual term, global high-order spatial accuracy is obtained at least for periodic problems
where the overall accuracy level does not degrade by the application of the boundary
conditions. Explicit methods, however, due to stability limitations, require large computing
times, and become impractical for numerical solution of time-dependent problems in fine
stretched meshes. Implicit algorithms presented in the next section can overcome these
problems.

3.2. Implicit Algorithms

Implicit algorithms which provide higher order accuracy in time are the fourth-order
method for time integration of wave problems proposed by de Froutos and Sanz-Serna
[12] and high-order implicit Runge–Kutta methods [7]. Each physical time step of the de
Froutos and Sanz-Serna method [12] is a succession of three implicit midpoint rule time
integration steps. For nonlinear equations, not directly solvable for the dependent variables,
each intermediate step is carried out with a suitable subiteration process until a certain
convergence criterion is fulfilled. Linearization of the convective fluxes, on the other hand,
cannot be used because it introduces a second-order error in time. Implicit Runge–Kutta
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methods [7] also require large storage, and they are not straightforward to implement for
multidimensional, nonlinear problems.

Second-order accurate in time ADI algorithms, on the other hand, are suitable for time-
accurate solutions of nonlinear problems, such as the compressible flow equations, and they
have been successfully used in LES and DNS [30, 40]. A common ADI method for the
Euler equation is the Beam–Warming algorithm [4, 5]. This algorithm is obtained when the
nonlinear inviscid fluxes,Fn+1, are linearized with a second-order accurate in time Taylor
series expansion,Fn+1 = Fn+(∂F/∂Q)n(Qn+1−Qn)+O(1t)2 = Fn+An1Qn+O(1t)2,
whereA is the flux Jacobian matrix forFn. Using this second-order accurate in time flux
linearization and adding the term(1t)2δξ (A1Q) · δη(B1Q), whereB denotes the flux
Jacobian matrix forG, the implicit operator can be approximately factored. The error
introduced by the approximate factorization is represented by the added factor term and has
a norm(1t ‖A‖) · (1t ‖B‖), which is proportional to the CFL numbers along theξ andη
directions and imposes a limitation on the time step1t .

Factorization errors are reduced by the iterative form of the Beam–Warming algorithm
[4, 5],[

I + θ11t

1+ θ2

∂A
∂ξ

]p[
I + θ11t

1+ θ2

∂B
∂η

]p

1Qp = [I + hδξA i, j ]
p[I + hδηBi, j ]

p1Qp

= −(Qp
i, j −Qn

i, j

)− 1t

1+ θ2

(
δξF

p
i, j + δηGp

i, j

)+ θ2

1+ θ2
1Qn−1

i, j = Rp
i, j . (8)

In this equation, the superscriptp refers to the number of internal subiterations which may
be used during time advancement of the solution from time leveln to the new time level
n+1 with physical time step1t in order to eliminate linearization and factorization errors,
and errors arising from employing a lower order space discretization of the implicit side. For
p ≥ 2 the residuals typically drop by an order of magnitude for each additional subiteration.
In Eq. (8), h= σ1t , σ = θ1/(1+ θ2), 1Qp= (Qp+1

i, j −Qp
i, j ), and1Qn−1=Qn−Qn−1.

The first-order accurate in time, Euler implicit scheme is obtained withθ1= 1, θ2= 0.
Second-order accuracy in time yields the trapezoidal rule withθ1= 1/2, θ2= 0, and the
three-point backward, implicit time discretization is obtained withθ1= 1, θ2= 1/2. Time-
accurate computations require second-order accuracy in time and use the trapezoidal rule
or the three-point backward scheme. Steady-state calculations can be performed with the
first-order accurate in time Euler implicit method or with the diagonal form of the algorithm
developed by Pulliam and Chaussee [29].

Pulliam and Chaussee [29] diagonalized the block matrices in Eq. (8) and obtained scalar
diagonal operators for theξ andη sweeps. The diagonalized algorithm solves the equations
in a decoupled fashion by independent scalar tridiagonal inversions, which were found to
be three to four times faster than the block tridiagonal algorithm inversions. Unfortunately,
however, the diagonalized algorithm is only first-order accurate in time. Second-order time-
accuracy can be obtained if the diagonalized algorithm is combined with a dual time step
subiteration scheme [6]. These schemes with internal subiterations were proposed for time-
accurate solutions of incompressible flows with the artificial compressibility method by
Merkle and Athavale [24] for explicit inner subiterations. Time-accurate solutions of the
compressible flow equations were also obtained in Ref. [38] where a “pseudo” time variable
was introduced for the internal subiteration which was performed with an explicit scheme
and multigrid acceleration techniques.
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The left-hand side differentiations of the Beam–Warming algorithm of Eq. (8) or its
diagonal form are evaluated using second-order accurate central differences with added
second-order implicit smoothing [28], or first-order accurate upwinding of the flux-split
[34] Jacobians as in Refs. [13, 30]. For both cases, along each line, only three-point stencils
are involved and the block tridiagonal structure of the implicit operator matrices is retained.
The tridiagonal structure of the matrices yields a significant advantage in computing speed
because inversion is performed efficiently. Recently, time-accurate, high-resolution com-
putations were performed [40] where the right-hand side derivatives were computed using
high-order, compact schemes given by Eqs. (6) and (7), while the implicit operators were
second-order accurate in space. Internal subiterations within each physical time step were
used to drive the residuals to zero. In the next paragraph it will be shown how to obtain
fourth-order accuracy for the implicit operators, which helps to reduce the number of inter-
nal subiterations and improve the dispersion characteristics of time integration. The block
tridiagonal structure of the implicit operators is retained by using compact differentiation
formulas for the evaluation of the first-order derivatives.

A single sweep of Eq. (8), along theξ direction, for example, involves solution of a linear
equation system written in operator form as

[I + hδξA i, j ](1Q∗)p = Rn, (9)

where(1Q∗)p = [I + hδηBi, j ]1Qp. This system in expanded form is

[(1Q∗)p] i, j + h[A(1Q∗)p]′i, j = Rn
i, j , (10)

where [·]′ denotes a first derivative which in the Beam–Warming algorithm is typically
computed using second-order accurate central differences as [A · (1Q∗)p]′i, j = δξ [A ·
(1Q∗)p] = 0.5([A · (1Q∗)p] i+1, j − [A · (1Q∗)p] i−1, j ).

In order to achieve high-order, compact differentiation for the implicit operators, we first
write two additional relations for the grid pointsi − 1 andi + 1, similar to the one given
for the grid pointi by (10). Multiplying Eq. (10) by 4, adding the relations fori + 1 and
i − 1, and using Eq. (6) to evaluate the first derivatives by a fourth-order accurate compact
scheme we make the substitution

[A(1Q∗)p]′i−1, j + 4[A(1Q∗)p]′i, j + [A(1Q∗)p]′i+1, j

= 3
(
[A(1Q∗)p] i+1, j− [A(1Q∗)p] i−1, j

)
. (11)

This formula evaluates the derivatives with a fourth-order accurate, three-point, compact
stencil. Therefore, whenRn in Eq. (11) is computed with fourth-order spatial accuracy,
then an algorithm with fourth-order formal accuracy in space is obtained. This algorithm
retains the block tridiagonal matrix structure for the implicit operators because it uses only
three-point stencils. Each time step involves two sweeps along thei and j directions as

(I − 3hA i−1, j )(1Q∗)p
i−1, j + 4(1Q∗)p

i, j + (I + 3hA i+1, j )(1Q∗)p
i+1, j

= Rn
i−1, j + 4Rn

i, j + Rn
i+1, j = Rn

4

(I − 3hBi, j−1)(1Q)p
i, j−1+ 4(1Q)p

i, j + (I + 3hBi, j+1)(1Q)p
i, j+1

= (1Q∗)p
i, j−1+ 4(1Q∗)p

i, j + (1Q∗)p
i, j+1. (12)
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This algorithm is the most second-order accurate in time and in many cases requires addi-
tional subiteration indicated by the superscriptp to remove factorization errors.

The fourth-order accurate algorithm requires only a few more multiplications and ad-
ditions compared to the original ADI algorithm given by Eq. (8) where the left-hand side
operators are second-order accurate in space. Therefore, substantial savings in computer
time can be obtained because it is not necessary to perform a large number of subiterations
for high-order accurate solutions. Numerical experiments have shown that for time-accurate
solutions, factorization and linearization errors are removed with only one additional subit-
eration. Extension of the algorithm in (12) to the compressible Navier–Stokes equations
is possible [5]. Viscous terms in the implicit operators in the direction normal to the wall
in both algorithms (8) and (12) can be included by using the thin-layer approximation
[3] which retains derivatives of the viscous terms only in the normal to wall direction. In
the derivation of Eq. (12), the standard, compact, fourth-order accurate central difference
formula was used for the differentiations. This formula maximizes the formal order of ac-
curacy but is sub-optimal from the point of view of minimizing dispersion errors. Compact
schemes developed in [23, 44] which optimize the dispersion characteristics of the operators
can also be used. High-order, implicit, upwind schemes can be obtained by using upwind
high-order compact space differentiation [11, 44] with flux-vector splitting [34] instead of
first-order upwinding for the ADI algorithms of [30, 13]. A similar, ADI algorithm can be
applied to the solution of the linearized Euler equations. This form of the algorithm is given
in Appendix A. Compact differentiation which yielded the fourth-order accurate in space
algorithm of Eq. (12) can be used in order to obtain order of accuracy higher than four. The
computing cost of a sixth-order accurate compact scheme, however, increases significantly
because the five-point stencils of Eq. (7) yield block pentadiagonal matrices. Global order
of accuracy higher than four can be obtained at a smaller additional computing cost when
the diagonal form of the Beam–Warming algorithm is used as it is shown next.

4. DIAGONALIZED COMPACT ALGORITHM

The standard diagonalized Beam–Warming algorithm is only first-order accurate in time,
and for second-order accuracy in space requires tridiagonal matrix inversions. Using stan-
dard fourth-order accurate central differencing formulas in the diagonalized left-hand side
operators increases the bandwidth of the scalar matrices to pentadiagonal. Scalar pentadiag-
onal matrices can be inverted quite efficiently, and the computational cost of the fourth-order
accurate diagonalized algorithm is still reasonable. For higher order of accuracy, however,
the computing cost increases rapidly. Compact high-order accurate in space implicit oper-
ators are constructed as follows.

Fourth-Order Diagonalized Algorithm

Application of fourth-order compact differentiation as in Eq. (11), and substitution of the
one-dimensional diagonalized operators yields

(I − 3h[3̂ξ ] i−1, j )(1Q∗)ni−1, j + 4(1Q∗)ni, j + (I + 3h[3̂ξ ] i+1, j )(1Q∗)ni+1, j

= Rn
i−1, j + 4Rn

i, j + Rn
i+1, j = Rn

4

(I − 3h[3̂η] i, j−1)(1Q)ni, j−1+ 4(1Q)ni, j+ (I + 3h[3̂η] i, j+1)(1Q)ni, j+1

= (1Q∗)ni, j−1+ 4(1Q∗)ni, j + (1Q∗)ni, j+1. (13)
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The scalar tridiagonal structure of the implicit operators is retained and fourth-order accu-
racy in space is obtained. Second-order accuracy in time can be obtained when using a dual
time step inner subiteration as in Ref. [6].

Sixth-Order Diagonalized Algorithm

Using the sixth-order accurate compact differencing formula (7) to evaluate the deriva-
tives of the left-hand side we obtain the following formula which evaluates the one-
dimensional operator derivatives as

I((1Q∗)ni−1, j + 3(1Q∗)ni, j + (1Q∗)ni+1, j + h[3ξ ]
′
i−1, j (1Q∗)ni−1, j

+ 3h[3ξ ]
′
i, j (1Q∗)ni, j + h[3ξ ]

′
i+1, j (1Q∗)ni+1, j

= Rn
i−1, j + 3Rn

i, j + Rn
i+1, j = Rn

6. (14)

Making the substitution for the derivatives using a sixth-order accurate, five-point stencil
(3′i−1 + 33′i +3′i+1 = [3i+2 + 28(3i+1 +3i−1) −3i−2)]/12) we obtain the following
implicit operator for the sweep alongi direction,

−
(

h

12
[3ξ ] i−2, j

)
(1Q∗)ni−2, j +

(
I − 7h

3
[3ξ ] i−1, j

)
(1Q∗)ni−1, j + 3I(1Q∗)ni, j

+
(

I + 7h

3
[3ξ ] i+1, j

)
(1Q∗)ni+1, j +

(
h

12
[3ξ ] i+2, j

)
(1Q∗)ni+2, j = Rn

6. (15)

In this equation, the bandwidth of the scalar matrices was increased to pentadiagonal. The
termRn

6 denotes the explicit right-hand-side term which for consistency must be computed
using the sixth-order accurate compact finite-differences given by Eq. (7).

The high-order in space implicit time integration schemes discussed in this section are
summarized in Tables I and II. The operation count, referring to the total number of ad-
ditions, multiplications, and divisions to form the implicit operators for a single point, is
indicated. The operation count can be considered as a measure of the computing cost of
the scheme.The accuracy and efficiency of each method can only be assessed by the actual
implementation. Under Illustrative Examples we demonstrate the efficiency and accuracy
of the high-order accurate in space compact implicit schemes by comparing the error of the
computed solutions with the error obtained with other methods. In the last column of the
table the inversion method is indicated. For comparison, the original block tridiagonal algo-
rithm and the diagonalized algorithm are also included. Scalar matrix inversion of (13) is up
to 30% faster than the block tridiagonal inversions of (12), but the diagonalized algorithms

TABLE I

Operation Count of Block Tridiagonal Algorithms

Implicit algorithm Accuracy Accuracy Operation Inversion
type and/or name Ref. No. Eq. No. in time in space count method

Beam–Warming, BW [4] (8) 2nd 2nd 746 Block 3diag.
Abarbanel–Kumar, AC [1] — 2nd 4th 818 Block 3diag.
Compact, BW-C4 Present (12) 2nd 4th 858 Block 3diag.
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TABLE II

Operation Count of Diagonalized Scalar Tridiagonal Algorithms

Implicit algorithm Accuracy Accuracy Operation Inversion
type and/or name Ref. No. Eq. No. in time in space count method

Pulliam–Chaussee, PC [28] — 1st 2nd 384 Scalar 3diag.
Compact, PC-C4 Present (13) 1st 4th 456 Scalar 3diag.
Compact, PC-C6 Present (15) 1st 6th 488 Scalar 5diag.

are first-order accurate in time and typically run at smaller time steps. The sixth-order diag-
onalized algorithm requires approximately 25% more computing effort because it involves
pentadiagonal matrix inversion.

5. UNFACTORED COMPACT ALGORITHM

Beneficial properties of modern upwind schemes, such as diagonal dominance [10] nat-
urally arising at least in first-order spatially accurate upwind schemes, make possible the
construction of unfactored algorithms leading to rapid convergence to a time asymptotic
steady state [32]. Unfactored implicit algorithms can also be constructed for time-accurate
solutions of gas dynamic and aeroacoustic problems. The algorithms were used for efficient
time-accurate computations of truly time-dependent solutions [14, 32]. In their nonlinear
form, unfactored algorithms correspond to a Newton method which shows quadratic con-
vergence even for very large time steps, but can only be implemented in two-dimensional
problems due to memory limitations. Therefore, numerous authors [10, 32, 41] have used
relaxation methods for the solution of the unfactored form avoiding factorization errors.

Unfactored implicit algorithms are obtained after linearization of the convective fluxes
around an intermediate statep as shown by the following Newton-type iterative method,

[I + h(δξA i, j + δηBi, j )]1Qp = −[Qp −Qn +1t Rn], (16)

where1Qp = Qp+1−Qp.
The flux Jacobian matrices in (16) are split asA = A+ + A− and the difference operators,

δ, are substituted by forward/backward operators for the evaluations of the derivatives
associated withA−, A+, respectively. A similar process used for the derivation of the
factorized algorithms, cf. (12), (13), and (15), is applied, equations analogous to (16) for
i −1, i +1 and j −1, j +1 are written, and the derivatives are evaluated using the compact,
upwind, third-order accurate formulas of Refs. [11, 44]. Then the left-hand-side operators
are third-order accurate in space, and time-accurate solutions can be obtained using the
following point relaxation scheme,[

I + [D] p
i, j

]
1Qp = −ω[Qp −Qn +1t Rn] + [DC]

p
, (17)

where [D] denotes a matrix with diagonal elements, [DC] is the complementary matrix
with the off-diagonal elements resulting from space discretization, andω is the relaxation
parameter. The plus/minus Jacobian matrices of the flux vectorsA± are obtained either
exactly or approximately and the discretized form given by Eq. (17) is solved with a point
Gauss–Seidel iteration.
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6. STABILITY ANALYSIS

We consider the linearized, i.e., constant coefficient, version of the algorithm which is
applied, for example, to the numerical solution of the linear wave equation

ut + ux + uy = 0. (18)

The Von Newmann stability analysis of the fourth-order algorithm given by Eq. (12) is car-
ried out in Fourier space. The Fourier component of the solution vector,un

l ,m at time stepn is

Un
l ,m = ûnei[l (L1x)]ei[m(M1x)], −∞ ≤ L ≤ ∞, −∞ ≤ M ≤ ∞
= ûnei[lφ]ei[mθ ], −π ≤ φ ≤ π, −π ≤ θ ≤ π. (19)

For simplicity assume that standard fourth-order central-differencing is used to evaluate
the residual term(Ri, j )4 = −1t [Ux+Uy] i, j ; then the right-hand side of Eq. (12) becomes
Rn

4 = (Ri−1, j )4+ 4(Ri, j )4+ (Ri+1, j )4. The discretized term(Rn
4)i, j in expanded form is

Rn
i, j =

1t

12
[(Ui−3, j − 4Ui−2, j − 31Ui−1, j + 31Ui+1, j + 4Ui+2, j −Ui+3, j )

+ (Ui, j−3− 4Ui, j−2− 31Ui, j−1+ 31Ui, j+1+ 4Ui, j+2−Ui, j+3)]. (20)

We define the amplification factor matrix asẐ asÛ n+1 = ẐÛ n. With these definitions
and simplifications the constant coefficient version of the algorithm for implicit integration
of Eq. (18) is mapped into the Fourier space as[

(1− 3hx)e
−iφ + 4+ (1+ 3hx)e

iφ][(1− 3hy)e
−iθ + 4+ (1+ 3hy)e

iθ](Ẑ − 1)

= −1t

12
[(e−3iφ − 4e−2iφ − 31e−iφ + 31eiφ + e2iφ − e3iφ)

+ (e−3iθ − 4e−2iθ − 31e−iθ + 31eiθ + e2iθ − e3iθ )]. (21)

Furthermore, without loss of generality, we can consider the special case where1x = 1y
or hx = hy = h = σ1t for which Eq. (21) becomes

[2 cosφ + 4+ i6h sinφ][2 cosθ + 4+ i6h sinθ ](Ẑ − 1)

=−
(
1t

12

)
(2i)[−sin 3φ + 4 sin 2φ + 31 sinφ − sin 3θ + 4 sin 2θ + 31 sinθ ]. (22)

Solving this equation for the amplification factor we obtain

Ẑ = L R+ i(σ L I −1t RR)

L R+ iσ L I
, (23)

whereL R, L I , andRR represent the Fourier maps of the left-hand-side and right-hand-side
operators, respectively. These terms are given by

L R = 4σ [(cosφ + 2)(cosθ + 2)+ (3h)2 sinφ sinθ ]

L I = 12[sinφ(cosθ + 2)+ sinθ(cosφ + 2)] (24)

RR = [31(sinφ + sinθ)+ 4(sin 2φ + sin 2θ)− (sin 3φ − sin 3θ)]/6.

Equation (23) shows that̂Z→ 1− i(RR/36σ 2 sinφ sinθ1t) for very large time step.
Therefore, when1t→∞, the amplification factor magnitude is‖Ẑ‖< 1, and both the
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second- and the first-order accurate in time, fourth-order accurate in space implicit algo-
rithms are unconditionally stable. The same analysis can show that the two-dimensional
algorithm is unconditionally stable for all values of the cell aspect ratio.

7. IMPLEMENTATION

Numerical solutions of nonlinear problems require damping of high frequency modes
which when not resolved by the mesh are aliased and appear as low frequency modes.
This is accomplished by either using numerical dissipation or by applying spatial filtering
to the solution vector. For compact space differentiation, the compact filtering schemes
suggested in Refs. [23, 16] can be used. Implicit seven-point filter formulas were suggested
in Ref. [23] where a sixth-order pentadiagonal and a fourth-order tridiagonal spatial filter
were implemented and the filter coefficientsan were derived with Taylor series and Fourier
analysis. Tridiagonal eight- and ten-order implicit filters were used in [40]. Filtering is
applied sequentially one direction at a time on the conserved variables after each subiteration
for implicit time integration or after the final stage of the Runge–Kutta scheme for explicit
time integration. At the computational domain boundaries, instead of using one-sided, high-
order formulas we can reduce the filter order and still obtain improved, low dissipation
spectral characteristics, as suggested in [40].

The fourth-order accurate in space algorithm of (12) can be applied in the domain between
i = 2 to i = Imax− 1 and j = 2 to j = Jmax− 1, because the derivatives in the right-hand-
side termRi, j are evaluated using a three-point compact stencil. For explicit update of the
boundaries of the computational domain the residuals are set to zero(Ri,1=Ri,Jmax=R1, j =
RImax, j = 0) in Eqs. (12), (13), or (15). Application of the sixth-order algorithm of (15) re-
quires, in addition, dropping the accuracy at the point next to the boundary. The residual
at the boundary points may be also computed with the one-sided operators suggested by
Carpenteret al. [8]. Nondissipative algorithms, which are used for direct simulation of
turbulent flows and in computational aeroacoustics, have very low dispersion errors and
require incorporation of accurate, nonreflective boundary conditions to avoid numerical
instabilities and dampen spurious wave reflections at the computational boundaries [27].
Some computations in the next section are performed by assuming periodicity at the com-
putational boundaries. In these cases, the computational domain is folded on itself and no
boundary conditions are actually required. In other cases, however, solid wall and radiation
boundary conditions are prescribed. These conditions are briefly described where used in
the next section.

8. ILLUSTRATIVE EXAMPLES

8.1. Linearized Euler Equations

The performance of the proposed implicit, high-resolution compact schemes is tested
first for the linear problem of a pulse reflecting from a solid wall. The governing equations
are the linearized Euler equations given by (4), and (A1) in Appendix A. The fourth-order
compact scheme given by Eq. (A2) is used for implicit time integration. The computation
starts with zero velocity field and pressure field given by

p′(x, y) = exp

{
−ln 2

[
x2+ (y− yo)

2

wo

]}
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which represents a Gaussian shape pulse of widthwo, centered atx = 0 andy = yo. This
pulse spreads symmetrically in the absence of a freestream and reflects from the solid wall.

On the solid wall surface the nonpenetration condition is imposed on the normal to the
wall contravariant velocity componentV = ηxu+ ηyv = 0 or ∂V/∂t = ηxut + ηyvt = 0
which yields the following relation for the normal derivative of pressure at the wall:

pη = (ξxηx + ξyηy)

η2
x + η2

y

pξ .

The wall pressure is obtained by discretizingpη using one-sided, high-order accurate
formulas.

The Cartesian velocity components at the wall are obtained asu = ηyU/J,v = −ηxU/J
whereJ = ηyξx−ηxξy. At the far field the radiation boundary condition of Tam and Webb
[37] was imposed. Simulations were performed with both uniform grid spacing1x= 1
and with numerical meshes stretched in the normal direction in order to provide higher
grid resolution in the near wall region. The computed solutions with uniform and stretched
meshes were practically identical. The computed results can be compared with the exact
solution given in [19]. The acoustic pressure field, for example, is given by the closed-form
solution,

p(x, y, t) = 1

2α

∫ ∞
0

e−
ξ2

4α cos(ξ t)[ Jo(ξx1)+ Jo(ξx2)]ξ dξ,

whereα= ln 2/wo, x1= [x2+ (y− yo)
2]1/2, x2= [x2+ (y+ yo)

2]1/2, andJo is the zeroth-
order Bessel function of the first kind.

First, a solution is computed for a pulse located far from the solid wall atyo = 100. The
computation is carried out untilT = 50, so that the the spreading pulse wavefront is still
far from the wall and the reflected acoustic field is very weak. For this model problem, the
effects of the boundaries are insignificant and the errors in the computed solution are caused
mainly from the interior numerical scheme and not from boundary treatment. Computed
results are compared with the exact solution in Fig. 1. The comparison of Fig. 1a shows that
at T = 25 the solution computed with the second-order accurate in space implicit scheme
of Eq. (8), without subiterations, with fourth-order accurate spatial derivative evaluation of
the right-hand-side terms using Eq. (6), deviates from the exact solution. Results computed
with the same grid spacing and second-order accurate in space right-hand side (not shown
here) are in poor agreement with the exact solution. The error of computed solutions is
plotted in Fig. 1b. Table I shows that the solution obtained with the fourth-order accurate
in space implicit scheme of Eq. (12) requires 15% more computing time, compared to the
solution obtained with second order accuracy by using the algorithm of Eq. (8). Figure 1b,
however, shows that for this increase of computing time we obtain a reduction of the error
by an order of magnitude.

Next, a computation was carried out using Eq. (12), up toT = 100 nondimensional time
units for a pulse located atyo= 25. Figure 2 shows comparisons of the computed results
with the exact solution along the line normal tox= 0 for different times. Figures 2a and
2b show comparisons before the pressure front reaches the wall. Figures 2c and 2d show
comparisons during reflection, and Figs. 2e and 2f show the incident and reflected pulses.
Note that in Fig. 2f the scale for the acoustic pressure has been changed. Each pulse is
resolved with 15 points. All comparisons show very good agreement of the computation
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FIG. 1. Comparison of computed results with the exact solution and error for the computed pressure at T= 10,
T= 25, and T= 50; spreading of the pulse,p′(x, y) = exp{−ln 2[(x2 + (y− 100)2)/25]}.

with the exact solution. No phase errors are observed for long integration times performed
with large time steps.

8.2. Full Euler Equations

8.2.1. Convection of a density disturbance.Solutions of the full nonlinear Euler
equations are presented next. First, numerical solutions for simple convection of a
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FIG. 2. Comparison of the computed acoustic pressure along the normal atx= 0 with the exact solution
at times (a) T= 7.5, (b) T= 10, (c) T= 20, (d) T= 25, (e) T= 50, and (f) T= 100; reflection of the pulse,
p′(x, y)= exp{−ln 2[(x2 + (y− 25)2)/25]}, from the solid wall aty= 0.

Gaussian-type density disturbance of peak amplitudeρ ′ = 0.1ρ∞ by a uniform subsonic
free streamM = 0.2 are obtained using implicit and explicit time integration methods. This
density disturbance in the absence of diffusion must convect without change in shape and
amplitude. The same time step was used for time integration with all implicit schemes and
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FIG. 2—Continued

the pulse was convected 50 nondimensional lengths. The explicit solution was computed
with one-tenth of the time step. The numerical solutions were obtained without adding
any form of numerical dissipation or explicit filtering and without subiterations. The same
grid spacing1x= 1 was used. The solution obtained with the present fourth-order implicit
schemes of Eq. (12), the fourth-order compact scheme of Abarbanel and Kumar [1], and the
fourth-order Runge–Kutta (R–K-4) method where the space discretization is performed with
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FIG. 2—Continued

a fourth-order accurate formula of (6), shown in Fig. 3, are practically identical. The pulse
shape obtained from time integration with the fourth-order accurate in space diagonalized,
compact scheme of Eq. (13) shows phase errors because it is more dispersive since it is
only first-order accurate in time. The solution obtained with the standard, second-order
accurate in space implicit Beam–Warming algorithm of Eq. (8), where the right-hand-side
term was computed with fourth-order accurate finite differences, shows differences from
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FIG. 3. Comparison of the computed density amplitude with the exact solution for the convection of a density
disturbance: (C-1) 4th order, block tridiagonal, compact implicit; (C-2) 4th order, Abarbanel–Kumar; (C-3) 4th
order, diagonal, compact, implicit; (C-4) explicit R–K-4, 4th order accurate, compact right-hand side (RHS); (C-5)
Beam–Warming 2nd order in space implicit, 4th order accurate RHS.

the exact solution and development of larger dispersion errors. The maximum error≈7%
is obtained for the second order accurate in space and time implicit algorithm (C-5). The
fourth order accurate diagonalized algorithm (C-3) shows a maximum error of≈2%, and
the other schemes have very little error.

8.2.2. Vorticity convection.Convection and preservation of vorticity is important for
DNS/LES simulations and the key element for many CFD applications. Vortex-generated
sound is also of importance to many aeroacoustic applications. The ability of numerical
methods to obtain acoustic fields generated by vortices was the subject of recent numerical
investigations [25]. In helicopter rotor aerodynamics currently available direct wake captur-
ing methods, which are usually second-order accurate in space, demand a very large number
of grid points in order to prevent numerical diffusion of the wake vorticity. Therefore the
ability of the proposed high-order implicit algorithms to accurately convect vorticity with
less diffusion is demonstrated next. A model problem of vortex convection is considered
where initial vortical flow conditions are imposed att = 0 by prescribing velocities and
pressure using the following relations as in Refs. [27, 40],

u = U∞ − C(y− yc)

R2
c

e−r 2/2

v = V∞ − C(x − xc)

R2
c

e−r 2/2

p = p∞ − C2ρ

2R2
c

e−r 2/2
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for an inviscid vortex of strengthC and vortex core radiusRc centered atxc, yc. The relation
for pressure was obtained by integrating the radial momentum equation∂p/∂r =ρu2

θ/r about
the vortex center, wherer is the radial distance given byr =√[(x − xc)2+ (y− yc)2]/R2

c .
Accuracy tests for the convection of this inviscid vortex by a uniform streamM = 0.2 are
performed and solutions of the Euler equations are obtained using the explicit third-order
Runge–Kutta method, the second-order accurate in space implicit method [4] of Eq. (8),
and the new compact schemes. Implicit integration was performed without subiterations.
Numerical solutions are obtained with a uniform grid spacing1x=1y for a vortex of
strengthC = 0.05 andRc = 10. The computations were initialized with a density obtained
by using an isentropic flow assumption. First, the ability of the explicit method in predicting
the correct vortex strength after the vortex has been convectedx/Rc= 50 nondimensional
length units is demonstrated. The three-stage Runge–Kutta method (R–K-3) is used for
time advancement, and space discretization is performed with standard fourth-order ac-
curate central-difference formulas and added sixth-order artificial dissipation. Solutions
obtained with grid spacing of1x=1y= 0.5, 1.0, and 2.0 are compared with the exact
solution in Fig. 4.

The solution obtained with a grid density of1x= 2.0 shows phase errors. The results
obtained with the highest grid density yielded a quality required in LES simulations while
the solution obtained with1x= 1 provides an accuracy level sufficient for most CFD
solutions. The quality of numerical solutions, which use the Beam–Warming algorithm
for time integration and different levels of grid refinement, and their ability to predict the
correct vortex strength, is shown in Fig. 5. For reference, the centerline vorticity obtained
from the numerical solution with the explicit (R–K-3) method and grid spacing1x= 2.0
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FIG. 4. Advection of vorticity with different grid densities. Explicit time integration with the third-order
accurate in time Runge–Kutta (R–K-3) method. Comparison of the computed vorticity along the centerline with
the exact solution.
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FIG. 5. Advection of vorticity with different grid densities. Implicit integration with the second-order accurate
in space and time Beam–Warming algorithm; (C1) 4th-order accurate right-hand side (RHS); (C2) 2nd-order
accurate RHS; (C3) 4th-order accurate RHS. Comparison of the computed vorticity along the centerline with the
exact solution.

is shown in the same figure. Increasing the grid density (curve C1) and higher order of
accuracy in space yields a better solution quality. The numerical solution obtained with the
second-order of accuracy in space for both the right-hand side and the implicit integration
has very large dispersion errors. The solution obtained with fourth-order accurate central
differences for the convective fluxes has larger phase errors than the explicit time solution
which used compact space differentiation.

The solution obtained with the fourth-order accurate implicit compact scheme of Eq. (12)
is compared in Fig. 6 with the numerical solutions obtained using the second-order accurate
in space implicit Beam–Warming algorithm where the derivatives on the right-hand side are
computed using fourth-order accuracy in space. The solution computed with the present,
fourth-order accurate in space block tridiagonal scheme, as shown in Table I, has a slightly
higher computing cost. It shows, however, good agreement with the exact solution and the
phase errors are small even though half the number of points along each direction was used.
The maximum error in amplitude of the solution computed with the algorithm of Eq. (12) and
1x= 1 is approximately 4% while the solutions computed with the second-order accurate
in space implicit scheme have large dispersion and maximum amplitude errors 15% and
6% for1x= 1 and1x= 0.5, respectively.

Finally, results computed with the present scheme are compared in Fig. 7 with the results
obtained from a solution using the Abarbanel and Kumar [1] fourth-order compact scheme.
Both schemes yield almost identical levels of accuracy for grid spacing1x=1y= 2. For
reference a solution computed with a Runge–Kutta method and fourth-order accurate ex-
plicit central difference evaluation of the convective derivatives is shown in the same figure.
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FIG. 6. Comparison of the vorticity along the centerline computed with the Beam–Warming algorithm and
the present compact scheme.
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The implicit solutions were obtained with a time step 20 times larger than the explicit
solution. As a result the total computation cost of the implicit solution was lower. The nu-
merical solutions for the convection of the vortex required filtering. Solutions obtained with
second-order accurate in space implicit methods used the standard fourth-order difference
operators [29] for explicit smoothing and second-order difference operators for implicit
smoothing. The solutions obtained with compact schemes and the explicit (R–K-3) method
used compact implicit filtering described in Section 7. The maximum error of the solution
computed with the fourth-order accurate compact scheme is≈5% for1x= 1 and≈12%
for1x= 2. For the same grid spacing1x= 2 the same level of accuracy was achieved with
the compact scheme of Abarbanel and Kumar [1].

8.2.3. Airfoil flows. The fourth-order block tridiagonal algorithm of Eq. (12) and the
diagonalized scheme of Eq. (13) are used for numerical solutions with stretched meshes
required in computations of flows of practical interest. In these computations, the conver-
gence characteristics of the proposed schemes are demonstrated. Solutions are computed for
viscous and inviscid subsonic flow at Mach numberM∞= 0.3 over a NACA-0012 airfoil at
an angle of incidenceα= 10 deg. Inviscid solutions were computed with a C-type 201× 41
point grid. High-order accurate compact finite differences of (6) and (7) were used to evalu-
ate the right-hand-side terms. The computed surface pressure distribution (not shown here)
for all cases was in agreement with the measurements. The convergence rates were obtained
by the second-order accurate in space algorithms, and the high-order compact schemes of
Eqs. (12), (13), and (15) are shown in Figs. 8 and 9. The convergence histories of the second-
and fourth-order accurate block-tridiagonal algorithms shown in Fig. 8 were obtained for a
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FIG. 8. Convergence of the block tridiagonal fourth-order accurate in space algorithm and the original second-
order accurate algorithm with subiterations (N= 2 andN= 3), shown by the L2 norm of density residuals for
inviscid flow over an airfoil;M = 0.3 andα= 10o.
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FIG. 9. Convergence of the second- and fourth-order accurate in space diagonalized algorithms shown by the
L2 norm of density residuals for inviscid flow over an airfoil;M = 0.3 andα= 10o.
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nondimensional time step1t = 0.01. For comparison, steady-state computations obtained
by the second-order algorithm using additional subiterations are shown in the same figure.
Computations of the same flow with the first-order accurate in time diagonalized algorithms
were carried out with size of the time step1t = 0.005. Convergence rates of the fourth-
and sixth-order accurate algorithms are compared with the convergence of the standard,
second-order accurate in space algorithm in Fig. 9. For all cases, the high-order compact
schemes yielded a better convergence rate than their second-order accurate counterparts.
For viscous flow solutions, only the block tridiagonal second- and fourth-order accurate
algorithms are used because the viscous Jacobians do not simultaneously diagonalize with
the inviscid flux Jacobians. The viscous solution was obtained on a 281× 81 point grid at
α= 10 deg, for a Reynolds number base on the chordRec= 5× 106, and the turbulent flow
was simulated with an algebraic eddy viscosity model [3]. Figure 10 shows that a better
convergence is obtained for the fourth-order accurate computations for viscous flow.

9. CONCLUDING REMARKS

Compact, high-order accurate in space, implicit integration schemes were developed.
These schemes use the same methodology implemented for the development of second-order
accurate in space ADI algorithms and unfactored relaxation methods, which are currently
used in many CFD codes for steady-state and time-accurate computations. The time accuracy
of the new algorithms is still at most second-order because of the linearization in time which
is applied to the nonlinear fluxes. High-order accuracy is obtained by evaluating the spatial
derivatives of the implicit operators by compact differencing schemes at no increase of
the computing cost. Global high resolution is obtained when the right-hand side explicit
part of the numerical scheme is computed with a high-order accurate method. The new
algorithms have similar stability characteristics and faster convergence rates compared to
their second-order accurate in space counterparts. The proposed schemes were tested for
linear aeroacoustic problems and the computed results were in agreement with the exact
solution. Numerical solutions of the two-dimensional Euler equations were also obtained,
and the results of vortex convection by uniform stream have shown that significant savings
in computing time and improved accuracy can be obtained from the application of the
proposed implicit integration schemes.

APPENDIX A

The linearized, compressible Euler equations in generalized curvilinear coordinates are

∂q̂′

∂t
+ ∂ f̂ ′

∂ξ
+ ∂ĝ′

∂η
= 0, (A1)

where the primitive variable vector̂q′ becomeŝq′ = 1
J [ρ ′ u′ v′ p′]T , and the transformed

flux vectorsf̂ ′ andĝ′ are f̂ ′ = 1
J [ξxf ′ + ξyg′], ĝ′ = 1

J [ηxf ′ + ηyg′], where the Cartesian flux
vectorsf ′ andg′ are given in (4). The flux Jacobian matrixA′ = ∂ f̂ ′/∂q̂′ of the linearized
Euler equations is independent ofq̂′ and depends on the spatial coordinates through the
transformation metrics. Similarly to Eq. (12) the second-order accurate in time fourth-order



IMPLICIT COMPACT SCHEMES 297

accurate in space implicit scheme for the linearized Euler equations is

(I − 3h A′i−1, j )(1q̂′∗)p
i−1, j + 4(1q̂′∗)p

i, j + (I − 3h A′i+1, j )(1q̂′∗)p
i+1, j

= Rn
i−1, j + 4Rn

i, j + Rn
i+1, j

(I − 3hB′i, j−1)(1q̂′)p
i, j−1+ 4(1q̂′)p

i, j + (I − 3hB′i, j+1)(1q̂′)p
i, j+1

= (1q̂′∗)p
i, j−1+ 4(1q̂′∗)p

i, j + (1q̂′∗)p
i, j+1. (A2)

Similar to Eq. (12) the right-hand side of (A2) also implies use of pointsi − 2 andi + 2 for
the termsRn

i−1, j andRn
i+1, j ; therefore, the algorithm applies fromi = 3 to i = Imax− 2.

The differentiations ofA andB in (A2) are included to account for the metric variation.
The first-order accurate in time diagonalized algorithm is not appropriate for aeroacous-

tics solutions. Use of a dual time stepping [6], which yields second-order accuracy in time
can make the diagonalized algorithm suitable for time-accurate numerical simulations in
aeroacoustics. Furthermore, implementation of upwind compact differences for the evalu-
ation of the time derivative can yield third-order accurate in time dual time step methods.
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